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Session Objectives And Takeaways

@ Session Objective(s).
@ Describe the use of Hyper-V with the Dell
ISCSI Target

@ Describe the use of Failover Clustering with
Hyper-V and the Dell ISCSI Target

@ Describe the use of Cluster Shared Volumes In
Windows Server 2008 R2 with the Dell ISCSI
Target
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Notes

@ The are many Virtualization options out there.
We focus on here.

@ There are many Clustering options out there.
We focus on the feature included with
Windows Server 2008 R2 here.

@ There are many ISCSI Initiator options out there.
We focus on the Included with
Windows Server 2008 R2 here.

@ There are many ISCSI Target options out there.
We focus on the
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Agenda

1. Basic Considerations
. Hyper-V with the Dell ISCSI Target

3. Failover Clustering with Hyper-V and the
Dell ISCSI Target

4. Cluster Shared Volumes with the Dell ISCSI
Target

5. Summary
6. Q&A
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1. Basic Considerations

Before we focus on the Dell ISCSI Target,
a few basics on Hyper-V so you can
understand the scenario



1.0. Basic Considerations

@ All the usual options

Direct-Attach, FC SAN or ISCS| SAN?
How many spindles?

SATA, SAS, FC or SSD?

What RAID level?

Standalone or Clustered?

e © © © ¢

@ Plus lots to decide specifically for Hyper-V
@ VHD (Virtual Hard Drive) file or pass-through disk?
@ Fixed-size, dynamic or differencing VHD files?
@ Virtual IDE, Virtual SCSI or ISCSI to child?

By ...
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1.1. Options for Hyper-V (table 1)
How storage is exposed to the parent partition

VHD file Pass-through Exposed

on Parent disk on Parent Directly to

Partition Partition Child as iSCSI
DAS (Direct-Attach) X X
FC SAN X X
ISCSI SAN X X X

| :
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1.2. Options for Hyper-V (table 2)
Different types of VHD files

Fixed-size Dynamically

Expanding Differencing
Pre-allocated disk space X
Saves disk space X X
Files might grow during writes X X
Common base VHD X

What type of virtual hard disk do you want to create?

* Dynamically expanding
The .vhd file grows as data is stored to the disk, up to the size you spedify in this wizard. The .vhd
file does not shrink automatically when data is deleted.

" Fixed size
The .vhd file uses the amount of space you specify for the disk size, regardless of how much data
iz saved to the virtual hard disk.

" Differencing

This type of disk is assodated in a parent-child relationship with another disk that you want to
leave intact. You can make changes to the data or operating system without affecting the parent
disk, so that you can revert the changes easily.
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1.3. Options for Hyper-V (table 3)
How storage is exposed to the child partitions

Exposed to Child

Exposed to Child  Exposed directly to

as Virtual IDE as Virtual SCSI Child as iSCSI
. Integration :
Additional Softwa_re Components Integration iSCS| initiator
on Child : Components
(optional)

Child sees disk as

Virtual HD ATA Device

Msft Virtual Disk SCSI

MSFT Virtual HD SCSI

Child hot add disk

No

Disk Device Disk Device

: : . _ : Not limited
Child max disks 2 X 2 =4 disks 4 x 64 = 256 disks

by Hyper-V

Yes

Windows Server 2008 R2
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1.4. Options for Hyper-V

Disk1 => X:

Disk2

LUNTY:

LUN 2

X:\V1\V1.VHD
- VHD1

pass-through

Y:\V2\V2.VHD
-> VHD2

pass-through

VHD1 - C:

Disk2 - D:

VHD2 - E:

LUN2->F:

LUN3 > G:

LS Windows Server-2008 r2



1.5. Configuration Screenshots

Settings for WS2008Core [ [O] %]

A Hardware = Zge Disk Drive
¥ Add Hardware

& BIOS You can change how this virtual hard disk is attached to the virtual machine. If an
iy operating system is installed on this disk, changing the attachment might prevent the

St ontED virtual machine from starting.
= M
inTorY Controller: Location:
il v
2 Processor IIDE Controller 0 _J IO (in use) _|
1 Virtual processor —Media

1=l i3 IDE Controller 0

= Disk Drive

Physical drive Disk 2

= [ IDE Controller 1

{+3 DVD Drive |
None

= Network Adapter

You can compact or convert a virtual hard disk by editing the .vhd file. Specify the
full path to the file.

" Virtual hard disk (.vhd) file:

Pass-through
disk

Local Ne
Lo let

¢ physical hard disk:

‘;’i COM1 lDiskZ 'I

j’ COoM 2 o If the physical hard disk you want to use is not listed, make sure that the
None disk is offline. Use Disk Management on the physical computer to manage
physical hard disks.

|-l Diskette Drive

None

To remove the virtual hard disk, dick Remove. This disconnects the disk but does not
# Management delete the .vhd file.

| 1] Name
HEL I
% Integration Services

All services offered

[ Snapshot File Location

[@) Automatic Start Action
Restart if previously running

[@)] Automatic Stop Action |

fj:' Windows Server 2008 r2
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1.5. Configuration Screenshots

Settings for WS2008F2 (0] %]

A Hardware - g Disk Drive
¥ Add Hardware
& BIOS You can change how this virtual hard disk is attached to the virtual machine. If an

operating system is installed on this disk, changing the attachment might prevent the

‘ footromitD virtual machine from starting.
- “fi"‘”’_’ Controller: Location:
o F;o'ces;or ISCSI Controller _'J IO (in use) _'_|
1 Virtual ; —Media
1=l i) IDE Controller 0 You can compact or convert a virtual hard disk by editing the .vhd file. Specify the
< Disk Drive full path to the file.

hd & virtual hard disk (.vhd) file:

fc:\WM\FSB-028.vhd

{+3 DVD Drive
§001.15000:080148-180 ..., New Edit Inspect Browse...
I= [ SCSI Controller
o™ Disk Drive " Physical hard disk:
FSB-028.vhd
IDssk 20 I
=" Network Adapter
Local Network o If the physical hard disk you want to use is not listed, make sure that the
¥ com1 disk is offline. Use Disk Management on the physical computer to manage
ol S physical hard disks.
J (FOM 2 To remove the virtual hard disk, dick Remove. This disconnects the disk but does not
None delete the .vhd file.

|-l Diskette Drive

A& Management
[1) Name

8 Integration Services

T
££,

All services erel

{C] Snapshot File Location

C:\VV |
OK I Cancel Apply

o

fj:' Windows Server 2008 r2
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2. Hyper-V with Dell ISCSI
Target

Understanding how to use the Dell ISCSI
Target in conjunction with the Hyper-V
role in Windows Server 2008 R2

Microsoft Confidential
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EquallLogic PS Series Storage
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EquallLogic Vision:

Storage that Manages Itself

6perations/
Management $$

erformance
Capacity

Learning Curve

————— >1,5+ PB
STORAGE CAPACITY

@ Non-disruptive growth

@ Add capacity any time

@ Transparent to servers: no
downtime

High performance
scaling

@ Linear scaling
Self-managing

@ System rebalances
automatically as it grows

@ System tunes automatically in
response to workload

Integrated, all-inclusive
feature set

L;‘; Windows Server 2008 r2



Equallogic PS Series

Simplify your storage

Simple.
Capable.
Affordable.

For remote/branch
offices & SMB

For Large Organizations &
Data Center Deployments s
Lg Windows Server 2008 2



Equallogic Peer Storage

Ry .
& Windows Server-2008r2
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Benefits of Dell EquallL.ogic in a
10GbE environment

@ Investment Protection

@ Utilize Existing 1GbE models
with future 10GbE PS Series

® Simplify & Scale

@ Easily introduce new networking
Into your virtual data center

@ Enhanced Consolidation ROI

@ Reduced OPEX with simplified
cabling, unified network
management and standards
based technologies

f;‘ Windows Server 2008 r2
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10GDb Controller

uential workload

Iometer

lometer 2004.07.30

CSI Initiator Prope

General | Discovery  Taigets | Persistent Targets | Bour

Select a target and click Log On to access the storage di
target. Click details to see information about the sessions,
devices for that target.

Targets

MName: | Stat
ign. 2001 -05. com. equallogic:6-056a2b-e33550f. . Conr

987.60

All Managers - Total MBs per Second

g I Teat Contls
~y 1 Total MBs per Second
i | Q|E| | | | | §| Newt 33 Stop
E I- % ﬁ @ ﬁ | aE Range 1000 ™ Show Trace
Tapolagy Disk. Targets | Metwork Targets | Access Specifications PSS DS Test Sefup |
Riesults Since Update Frequency (seconds)

Drag managers and warkers € Start of Test )'
from the Topology window f e e o
to the progress bar of your choice. | = LastUpdate | 1 2 3 4 5 10 15 30 45 &0 oo

0 worker 1
0 worker 2
FATPATH - Display

=3 worker 1 Al Managers 3950.33 10000
= ol Totl0s o Sacond E— 4]
B3 MISM1E All Managers 357 60 1000
& ka1 To s e S I |
= worker 2
)l Managers 121576 100
Awverage 10 Response Time ms) | [ [

19.0581 100

All Managers

Masimum 140 Response Time (ms) | | NN [
All Managers B4z 100%

3% CPU Utiizstion totsl) ] 2|

Al Managers 0 10

Total Enor Count [ 2|

[Run 1 of 2

startl =28 || rometer [ Ci\Program Files\lomete. . i 11zaam

& Windows Server2008r2

19



SEAMLESS SAN EXPANSION

CONTINUQUS SOFTWARE ADVANCEMENTS
Single Multi-Generational SAN

PS100 Series PS3000 Series PS5000 Series PS4000 Series

Continuous Advancements of
All-inclusive Firmware & Software

®\/mware® vStorage

® ASM/ME for Hyper-V™
® SAN Headquarters

® Auto-Snapshot Manager/ Vmware®
Edition (ASM/VE)
® Vmware® Site Recovery Manager

® Thin Provisioning

® Auto-Snapshot
Manager/Microsoft®
Edition (ASM/ME)

200 e —— fﬂ’ Windows Server-2008r2
20
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PS Series Comprehensive Data Management
All-inclusive with NO Additional Costs

Management

/I Instant on ‘set-up’ manager
/I Group manager

/I Rapid provisioning

I Roles-based management

Data Protection and Availability
I RAID 5, 6, 10, and 50

I Automatic RAID placement

/I Multi-path / 10 support

Maintenance

I Phone home

/I Enclosure monitoring system
/I Performance monitoring

Storage Virtualization

I Complete SAN virtualization

M Thin provisioning

v Auto-load balancing

I Automatic storage pools & tiering
MV Array evacuation

Data Protection and Recovery
v Writeable snapshots

¥ Multi-volume snapshots

M Instant restore / cloning

M Multi-way replication for disaster
recovery

Multi-Group Monitoring

¥ SAN HeadQuarters (SAN HQ)
event & performance monitoring

Server Management Integration
¥ VSS and VDS Providers

I Automatic MPIO Connection
Management

[ Auto-Snapshot Manager/
Microsoft® Edition

» Hyper-V™ Exchange®, SQL
Server and Windows® file
systems data, now including
MSCS

¥ Auto-Snapshot Manager/

» Hypervisor-aware SAN-based
snapshots, clones and
replication for rapid recovery

» Selective VM restore
» Advanced MPIO integration

. :
LS Windows Server2008r2



PS Series Architecture
Virtualized peer storage

Switched Gb Ethernet

@.%GD

Exchange

Archive

Pages
RaID JMRAID 10, 50 or 5|/ G
Disks
PS SeriesArray 1  PS Series Array 2
\ )
Y

. :
A 5 Windows Server2008r2
Automatic and transparent load balancing across arrays



Single-View Management

Single SAN Manager —Any Size, Any Form

SAN Virtualizer o —— Storage Configuration
“;J:.- I Assistant — best
System Load | — e practice hints and clues
Balancer CEn | g T
= |G Multiple Storage Pool
| — » Creation — online
Volume Manager — volume movement
Enclosure Monitoring = Bl POO'S
System — in-depth ° gg 7
SAN reporting Data Replication Control
Instant Volume Creation Online Volume Modification
Name Clones
Size Snapshot
Snapshot size Replication Lg Windows Server2008r2
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Equall.ogic SAN HeadQuarters

Rich historical Reporting

“

Capacity

Ll
v

Overall Capacity

Thin Provisioned
space

/0O Performance

v IOPS
v I/O in kb/sec
v Latency

Network Data

v Network Link
Throughput

v Active ports/Slowest

port

Member Hardware
and Configuration

Pool
Status/RAID Policy

Volumes Data

Pool
Binding

Groups X |} Zoom: Latest 1hr S 1d 7d Al Cu
= & Al Groups
€ 192163200103 l
e ‘ Summary of All Volumes on Group - LargeConfig Showing data captured at 1/26/2009 00:44
o Combined Graphs . "
? Hardware / Famw| = = = — = — = =
.—;;- szk Group LargeConfig 1/0 l
800 } Jd 5 ~@-Reads
¢ 4 —— e ) o o o S S et e S L R et
& 400 | , |8
S | (RN B S T e S
= \_J i
o '—o - — : { : ]l o : : . ! : { ! : } .
12:00 18:00 00:00 06:00 12:00 18:00 00:00 06:00 12:00 18:00 00:00 06:00 12:00 18:00 00:00
1/22/2009 123 1/24 1425 1126
| @volume [Pool | Member | size | Total InU... | % of Pool... | Avg.1/0  [Avg.10ps | Avg.Late.. [Avg.1/0 * |
> |vol1001-Ori  Pool2 EQLOS, EQLOS, EQLOS S00.0GB  251.3GB 1.7% 0KBfsec 0 Oms 0KB
|vol1002-0i  Pool2 EQLOS, EQLOS, EQLOS S00.0GB  247.5GB 1.7% 0KBjsec 0 Oms 0KB
| |volioos-or  Pool2 EQLOS, EQLOS, EQLO7 S00.0GB  256.6GB 1.7% 0KBJsec 0 Oms 0x8
| |volioos-on  Pool2 EQLOS, EQLOS, EQLOS S00.0GB  253.3GB 1.7% 0KBfsec 0 Oms 0KB
| |vol1101-Goaudd Pool2 EQLOS, EQLOS, EQLO? 1.078 666.1GB  4.4% 0 KBfsec 0 oms 0KB
| |vol1102-Goadd Pool2 EQLOS, EQLOS, EQLO7 1078 651.1GB  4.3% 0KBfsec 0 oms 0KB
| | vol1sos-mtchel Poot2 EQLOS, EQLOS, EQLO7 150.0G8  1.1GB <0.1% 0KBjsec 0 oms 0KB 3
| | volisoe-Mtchel Poot2 EQLOS, EQLOS, EQLO7 150.0G8  69.8GB 0.5% 0KBjsec 0 oms 0KkB ‘
& vol1507-Mitchell Pool2 EQLOS, EQLOS, EQLOS 150.0G8  1.1GB <0.1% 0KBJsec 0 oms 0kB |
< | 3| |vousos-michen pootz EQLOS, EQLOS, EQLO7 150.0G8  69.3GB 05% 0KBsec 0 oms 0KB |
] | |voloo0y-Féth  Pool2 EQLOB, EQLOS, EQLO7 25.06G8 20.0G8 0.1% 0KBJsec 0 Oms 0KB ‘
Je—— |vol0oo2-Ffth  Pool2  EQLOS, EQLOS, EQLO7 5068 20068  01% OKBjsec O 0ms 0KB }
Settings P B s oo em— Sean s ana e gasea emes e = - PO, i |

Lj Windows Server 2008 r2
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Application Data Protection s sewsw e

Auto-Snapshot Manager
Microsoft Edition

Integrated with Microsoft® Volume
ShadowCopy Service

@ Application aware protection
@ SQL, Exchange®
@ Hyper-V™

@ Delivers powerful and flexible
@ Data protection and rapid recovery
@ Test/Development environments

Windows .
File Shares

@ Selective restore of application PS Series Array
objects
@ Available at no extra charge @ st
Spend less time @ N
managing and protecting application
data \\\ Backups /

Backups _

Y 4 4
L > V\/ INC ~>evr‘ver 2008 R2
""""" 25



Introducing ASM/ME Smart Copy
for Microsoft Hyper-V

@ Newest Addition to Auto _
Snapshot Manager/Microsoft® DQD BE} .
Edition _ -

@ Tightly integrated with Volume
Shadow Copy Services (VSS)

@ Uses Hyper-V™ VSS
protection and recovery
capabilities

@ Create and manage Smart rw W
Copy Snapshots for point-in- = o0 cquaogi
time copies of Hyper-V™ S
Virtual Machines

@ Rapid restoration of Hyper-
V™ Virtual Machines

” i
A J Windows Server:2008
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ISCSI directly to child

LUN1Y: Y:\V2\V2.VHD VHD2 > E:
> VHD2

pass-through LUN2>F:

LUN3 > G:

& Windows Server 2008 r2



2.5. Comparing the three options

Using the Microsoft ISCSI Software Target with Hyper-V

Feature iSCSI to Parent, iSCSI to Parent, iSCSI directly to Child
VHD file Pass-through

Easier to manage from parent X

Easier to manage from child X

Expanding/Differencing VHDs X

Hot add disk with Hyper-V V1 X

Hot add disk with Hyper-V V2 X* X* X

Hyper-V VHD snapshots on Parent X

iISCSI Target VSS snhapshots on Parent X X

iISCSI Target VSS snapshots on Child X

Backup with Hyper-V VSS Writer

Child-based Failover Clustering X

Child boot from disk (no third party tools) X** X**

fﬂ’ Windows Server 2008 r2
Microsoft Confidential



E J Windows Server 2008 ‘
3. Failover Clustering with

Hyper-V and iSCSI Target

Understanding how to use the Dell ISCSI
Target in conjunction with the Failover
Cluster and the Hyper-V role in Windows
Server 2008 R2

Microsoft Confidential



3.1a. Parent-based, two physical servers (before)

LUN1->Q:
LUN2 > E: E:\D1.VHD D1.VHD - C:

Failover Clustering



3.1b. Parent-based, two physical servers (after)

Dell

l l

D1.VHD - C: E:\D1.VHD LUN2->E:

53 Windows Server2008r2

Tolerates the failure of
one of the Hyper-V hosts



3.2a. Child-based, two physical servers (before)

_{ Dell

LUN1 LUN 2

D1.VHD -> C E:\D2.VHD e

Failover Clustering
running at the Child.



Dell ISCSI Taget

|
: EA\D2.VHD

LUN19

LUN2 > R:

» :
Lg Windows Server 2008 r2

Tolerates the failure of
one of the Hyper-V hosts




3.3a. Mixed Physical/Virtual (before)

Dell iSCSI




3.3b. Mixed Physical/Virtual (after)

1 ()1 -
m
-~
||

Tolerates the failure of

Eg Windows Server2008r2



3.4a. Child-based, one physical server (before)

- Dell

LUN1 LUN 2
l e———————————————

e E:\D1.VHD D1.VHD - C: LUN1->Q: LUN2>R:

- child2
Failover Clustering
running at the Child.



3.4b. Child-based, one physical server (before)

- Dell

A

e E:\D1.VHD ‘
7\
E:\D2.VHD D2.VHD - C: LUN1-> Q: LUN2>R:

Does not tolerate the failure of the computer.

LS Windows Server 2008 r2
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4. Cluster Shared Volumes

with the Dell iISCSI Target

Understanding the Cluster Shared Volumes

feature of Windows Server 2008 R2, when

combined with Hyper-V and the Dell ISCSI
Target

Microsoft Confidential



4.0. Cluster Shared Volumes

\\
, ] - Some I/O operations

- VM performing
~ directl/O

. Windows Server2008r2




4.2. Single Name Space

@ CSV provides a single consistent file name space

@ Files have the same name and path when viewed from node
In the cluster

@ CSV volumes are exposed as directories and subdirectories under
the “ClusterStorage” root directory
@ C:\ClusterStorage\Volumel\<root>
@ C:\ClusterStorage\Volume2\<root>
@ C:\ClusterStorage\Volume3\<root>

. ClusterStorage [_ | O]
GI'; :p I —h j lml “ Search ClusterStorage L=
Organize =  Mew Folder  Share with = 4= = []] ﬂl

F - e .

Y Favorites Mame | Drate modified | Type | Size | |

Bl Deskhop @) Yolumel 10/19/2008 2:33 &M File Folder

% Downloads [ Yolumez 10/15/2008 7:07 PM  File Folder

5| Recent Places

@ Yolumes 10/16/2008 9:41 AM File Folder

T LiI:uraries

| Docurments

A1 Music ;I

& Windows Server2008R2



4.3. Compatibility

@ No special hardware requirements
@ No file type restrictions

@ No directory structure or depth limitations

@ No special agents or additional installations
@ Uses well-established NTFS file system

It just works!

L%’ Windows Server2008r2



4 4. Coordinator Node

@ Windows Server 2008

@ 1 node owns the disk resource
@ 1 node accesses the disk

@ Windows Server 2008 R2

@ 1 node owns the disk resource, the Coordinator node
@ Every node accesses the CSV disk
@ The Coordinator manages CSV disk access
3
. €
J

E 7 Windows Sen -~



4.5. Options for Hyper-V
When using the Dell ISCSI Target
including the additional option with Cluster Shared Volumes

LUN1->Y:

LUN2>

C:\ClusterStorage\
\Volume1\V2

LUN 3 (Offline)

Y:\V1\V1.VHD
-> VHD1

C:\ClusterStorage
\Volume1\V2.VHD

-> VHD2

pass-through

VHD1 - E:

VHD2 - F:

LUN3 > G:

LUN4 > H:



5. Summary

@ Dell offers ISCSI Storage (Equallogic) which can
be used to provide storage for Hyper-V

@ There many Failover Clustering Options when you
combine Hyper-V and the Dell ISCSI Target

@ Windows Server 2008 R2 introduces a new
option: Clustered Shared Volumes, which also can
be combined with the Dell ISCSI Target and
Hyper-V

” i
A J Windows Server:2008
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THANK YOU!
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ISCSI Test Configuration

Server

*Windows Server 2008 R2

*Microsoft iISCSI Initiator

*Intel ®Xeon® Processor
5580, quad core, dual
socket, 3.2 Ghz, 24GB
DDR3, MTU 1500,
Outstanding I/Os =20

10 Gbps per
Target

Adapter

Intel® Ethernet Server
Adapter X520 based
on Intel® 82599
10GbE Controller

Performance factors

«iISCSI initiator perf optimizations
*Network stack optimizations
*Receive Side Scaling (RSS)

*Intel Xeon 5500 QPI and integrated
memory controller

-Intellf 82599: HW Acceleration,

mulfi-cOryFhattewE SRS RMEsS



Breakthrough Performance at 10GbE

1,000,000

1,030,000 I0Ps

Single Port
R B 10GbE line rate
10k IOPs per CPU point
Performance for real world apps
“’ Future ready: Performance Scales
.-

00,000

s00,.000

1.000
400,000

200,000

512 1K 2K Ak BK 16K 32K 64k 128k

. __________________________________________________|
600,000 100%

552k IOPs at 4k represents
80% 3,100 Hard Disk Drives

400x a demanding database workload

[ IOPs 1.7m Exchange mailboxes

400,000
B60%

—CPU Utilization a0% Ox transactions of large eTailers

Jumbo frames: >30% CPU decrease is
common for larger 1O size (jumbo frames not

a1 used here)
0%

200,000

20%




Breakthrough Performance

715k IOPs -- 10GDbE line rate

Intel VMDq and Microsoft VMQ
accelerates iSCSI to the guest

Hyper-V achieves native

1,000,000

800,000

== Mative IOPs

m—typervu/VMDgI0Ps | throughput at 8k and above
‘ e=—Native Thpt {MB/s)
e typery /G Thet (VE/) Future ready: Scales with new
platforms, OS and Ethernet
adapters

200,000

b....

512 1K ZK 4K BK 16K 32k 64k 128k 256k

| .
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